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Abstract: The validation of numerical models is an important component of modeling to ensure
reliability of model outputs under prescribed conditions. In river deltas, robust validation of models is
paramount given that models are used to forecast land change and to track water, solid, and solute
transport through the deltaic network. We propose using transfer entropy (TE) to validate model
results. TE quantifies the information transferred between variables in terms of strength, timescale,
and direction. Using water level data collected in the distributary channels and inter-channel islands of
Wax Lake Delta, Louisiana, USA, along with modeled water level data generated for the same locations
using Delft3D, we assess how well couplings between external drivers (river discharge, tides, wind)
and modeled water levels reproduce the observed data couplings. We perform this operation through
time using ten-day windows. Modeled and observed couplings compare well; their differences reflect
the spatial parameterization of wind and roughness in the model, which prevents the model from
capturing high frequency fluctuations of water level. The model captures couplings better in channels
than on islands, suggesting that mechanisms of channel-island connectivity are not fully represented
in the model. Overall, TE serves as an additional validation tool to quantify the couplings of the
system of interest at multiple spatial and temporal scales.

Keywords: transfer entropy; river deltas; model validation; hydrodynamics; process connectivity

1. Introduction

Numerical simulations of landscapes aim to better understand the dynamics of landscape
formation, track their evolution, and make forecasts of their future [1–3]. Such models are generally
driven by governing laws and rules, and frequently stochastic components, that route mass and
energy flows through the environment [1,2]. Land-surface models can generally be broken down into
hydrodynamic (i.e., fluid transport) and morphodynamic (i.e., land elevation change caused by erosion
and deposition) components, which work in concert to drive landscape evolution [4]. One important
application of numerical modeling is to capture hydrodynamic and morphodynamic change in
response to changes in initial and boundary conditions (e.g., variable climate, incoming discharge,
sediment supply, human impacts) [2]. An important aspect in the development of numerical models,
and the focus of this work, is their validation, to ensure that models reproduce the behavior of
landscapes accurately (relative to the model’s simplified assumptions) and their results can thus be
used to forecast landscapes’ behavior.
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Among the features that characterize the Earth’s surface, we focus on river deltas. Coastal deltas
are low gradient systems that occur at the interface of land and sea. Millions of people inhabit deltas
due to several ecosystem services including productive soils for agriculture and abundant oil and
gas supplies [5]. Deltas are influenced by spatially and temporally variable “boundary conditions”
that include river discharge, tides, waves, and wind. Interaction of these processes with water,
solids, and solutes in the deltaic network lead to spatially complex delta morphologies that display
a variety of distributary channel lengths and widths, island sizes, and vegetation patterns [6].
However, the additional impacts of sea level rise (e.g., [7]), subsidence (e.g., [8]), and human-modulated
change have led to increased degradation of deltaic systems (e.g., [9,10]). Coastal Louisiana,
for example, has seen over 3900 km2 of land loss over the last 150 years (e.g., [11–14]). These impacts
have motivated research into engineered solutions to mitigate land loss and in the development of
numerical models to project deltaic land change.

One type of restoration intervention, currently applied in coastal Louisiana [15], is controlled
river diversions that route sediment and water through artificial breaches in river levees with the
aim of building land through natural processes (e.g., [16]). Diversions have been analyzed for their
land building potential, their sediment and nutrient dynamics, and their influence on the adjacent
river morphology [17–23]. This research on coastal restoration adds to a body of work on river delta
formation (e.g., [4,24–26]), mouth bar evolution [27–29]), and fluvio-delta relationships (e.g., [30–32]),
often studied with numerical modeling and physical experiments. The processes of delta evolution
occur over thousands of years and are highly dynamic, and implemented diversions take time to
develop landforms. Thus, numerical modeling can assist in decision making by providing a better
understanding of land building under given conditions and generating predictions of future landforms.
A main question then arises: given the importance of models in the decision making process of coastal
restoration and in the understanding of deltas, how can we robustly validate these numerical models?

Hydrodynamic model validation generally occurs through comparison of modeled and field
observations or comparison with theoretical solutions of the flow behavior under given conditions.
Comparison of time series (e.g., whether the model reproduces observations of river discharge or
stage) is accomplished through statistics such as the Nash-Sutcliffe efficiency [33], the coefficient of
determination, and the root mean square error (RMSE) among others [34,35]. Many of these model-field
comparison metrics are applied to time series at single locations only, thus spatial information that is
relevant to system dynamics is not accounted for during model validation. Comparison with theoretical
solutions (e.g., whether the model reproduces the predicted gradually varied flow profile) allows for
spatial relationships to be validated from modeled outputs. For example, Liang et al. [4] simulated
flow over a bump and flow partitioning at a bifurcation using a hydrodynamic model, and validated
those results by comparing the spatial distribution of flow and the local flow hydraulics generated
by the model to established results from other models and theoretical solutions. Additional metrics
proposed for deltaic systems aim to better link delta morphology with the processes controlling
morphology. Edmonds et al. [36] investigated a number of delta metrics to compare results among
field, experimental, and modeled deltas. Passalacqua et al. [37] introduced a statistical framework
for analyzing delta networks, and quantified several measures in the Ganges-Brahamputra-Jamuna
Delta. While the hydrodynamic and morphodynamic validation techniques described above are
quantitative, they generally only measure relationships across space or time, and they cannot be
used to compare across multiple temporal or spatial scales. These validation tools are also unable
to measure important relationships between different system processes (e.g., river discharge, tides,
water level), called couplings, that characterize a system. With the aim of both quantifying these
couplings, and assessing whether the model can reproduce these couplings, we explore the statistics of
information theory.

Information theory (IT) [38] is a branch of mathematics that uses information from the probability
density functions of random variables to measure the communication of information among variables,
and quantifies the uncertainty inherent in a random variable. We propose that the tools of IT provide a
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means to robustly validate numerical modeling results. By using information from the pdf, there is
no need for assumptions on the linearity of relationships or on the prior distribution of variables.
Tools such as mutual information (MI) and transfer entropy (TE) [39] quantify the information shared
and transferred among variables. MI measures the synchronization among variables, similar to
correlation statistics, yet MI can be applied for multi-dimensional variables that have nonlinear
dependencies. TE captures the conditional reduction in uncertainty of a target variable due to
knowledge of another variable, thus directional relationships can be investigated, where directionality
is expressed as the influence of one variable on the other. TE is thus a more powerful tool over
the traditional correlation coefficient due to its directionality and its ability to accurately measure
nonlinear relationships. Leopold and Langbein [40] discussed the use of IT statistics to predict the
evolution of the river profile. In deltas, Tejedor et al. [41] proposed using IT as a means to quantify the
topological complexity of deltaic systems, while Sendrowski and Passalacqua [42] used IT to quantify
couplings of deltaic water levels, discharge, tides, and wind. IT has also been employed to quantify
dynamical interactions in climate systems (e.g., [43,44]) in ecohydrological applications, [45,46], and for
hydrological models (e.g., [47–49]).

We propose using TE as a validation tool for hydrodynamic models. TE measures information
transfer from one variable to another, thus relationships among external drivers and modeled
hydrodynamics (model couplings) can be compared to observed data relationships (observed couplings).
Furthermore, TE quantifies directionality among interacting time series, allowing for a more rigorous
analysis of system dynamics, and has advantages over MI, a directionless measure. Different system
states can be identified using TE, where “states” can refer to various time periods, spatial scales
or signal frequencies, providing a means of exploring spatial and temporal dynamics. Since TE
quantifies directional information transfer, several works have discussed the relationship between
TE and causality [50–52]. While distinctly different, TE is measured when causal interactions occur [51],
therefore more meaningful interpretations can be made of the measured deltaic dynamics using TE as a
validation tool and analyzing couplings in the system compared to traditional correlation measures.

Viewing the deltaic network as a collection of drivers (e.g., discharge, wind, tides) and sinks (e.g, water,
sediment) that exchange information with each other (termed process connectivity, [42,45,53–55]) we use
TE to quantify information transfer from river discharge, tides, and wind to water level measured at several
locations in a river delta. Sendrowski and Passalacqua [42] used this approach using data collected at the
Wax Lake Delta (LA, USA) to quantify the timescale and strength of wind, tides, and discharge on water
levels at five islands and one channel. Here, we compare their field results to modeled water levels along
with additional field and modeled measurements from three channel locations. In the following work,
we discuss the field site, modeling approach, and application of information theory (Section 2). We then
compare observed and modeled hydrodynamic data for islands and channels in Wax Lake Delta (Section 3)
and discuss how well the model reproduces deltaic couplings, the use of TE as a tool for hydrodynamic
model validation, and its application to other modeling efforts (Section 4). We also discuss the limitations
of this study (Section 4), and present the conclusions of this work (Section 5).

2. Materials and Methods

2.1. Study Site and Field Data Collection

Wax Lake Delta (WLD) (Figure 1), the study area of interest, is a 150 km2 delta located in coastal
Louisiana, USA. WLD emerged after an engineered diversion was constructed in the 1940’s to prevent
flooding [56,57], thus, WLD is often considered an analogue of river diversion projects. An area
of little human interference and relatively small extent, WLD has been the site for extensive field,
remote sensing, and modeling efforts, such as those exploring the dynamics of channels [58,59],
islands [60,61], vegetation [62,63], and shoreline and deltaic evolution [57,64,65].
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Figure 1. Map of Wax Lake Delta (WLD) showing the locations of the field and modeling analysis.
The circles are from the summer field campaign measuring water level on five islands and one
channel from 3 May to 16 August 2014. The yellow squares are channel data from a field campaign
from 8 November 2013 to 5 February 2014. Image is a Landsat 8 satellite photo from 19 June 2014,
courtesy of the United States Geological Survey (USGS). Inset images show location of Louisiana in the
USA and the location of WLD in Louisiana.

WLD displays high surface water connectivity, with up to 54% of flow entering islands from the
distributary channels [60,66]. Islands are characterized as areas of high biogeochemical processing and
are bordered by levees that become increasingly subaqeous downstream and are interspersed with
secondary channels [60]. Large vegetation patches exist on the islands, whose extent is controlled by
the hydroperiod. Patches generally emerge in the summer and senesce in the winter [67].

Despite being considered a river dominated delta, WLD has a 40 cm tidal range which is able to
significantly affect water level on the delta [42,64]. The median discharge entering WLD is 3000 m3 s−1,
about 30% of the Atchafalaya River flow, which is WLD’s feeder channel. Typical of the Louisiana
coast, WLD experiences cold fronts and South wind events that can exert strong control on water
and sediment transport in and out of the delta (e.g., [68,69]). South wind events cause water level
set-ups on islands that lead to increased surface water connectivity among locations, thus wind acts as
a driver of process connectivity. [42]. Outside of wind and tidal events, water levels across the delta
show strong synchronization with each other, dominated by tides over daily timescales, and discharge
over longer timescales [42]. This process connectivity is dependent on the strength of drivers and
vegetation density [42].

To better quantify island and channel hydrodynamics, two sets of water level data were collected,
one in channels and one on islands. The island dataset is discussed in [42] and is briefly summarized
here. Six Solinst Water Levelogger Junior Edges were installed on five islands and in one channel
from 5 May to 16 August 2014 (the locations of the measurements are shown as circles in Figure 1).
The instruments have an accuracy of ± 10mm and took measurements every 6 minutes. Water levels
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in the channels were collected from 8 November 2013 to 5 February 2014. Three Current Temperature
Depth loggers (CTDs) were installed at the apex of the delta and at the proximal ends of East and
Main passes (squares in Figure 1). The instruments took measurements of water level every minute.
Locations for both the island and channel water level measurements were chosen to cover a large
and diverse portion of the delta. Observations of river discharge, tides, and wind (external drivers of
water, solid, and solute transport at WLD) were collected from the USGS and the National Oceanic
and Atmospheric Administration (NOAA), respectively. River discharge measurements were collected
from the USGS Calumet gauge (Gauge #07381590) located 17 km upstream of WLD. Tides, wind speed,
and wind direction data were collected from the NOAA tides and Currents Amerada Pass station
(Station #8764227) located 10 km east of WLD in the Atchafalaya Delta. The discharge data were
collected at 15 min intervals and the tide and wind data at 6 min intervals.

2.2. Model Set-Up

Model simulations were performed using Delft3D, a process-based three-dimensional numerical
model developed by Deltares in the Netherlands. Delft3D has integrated modules to simulate
hydrodynamic, sediment transport and morphological changes [70]. The numerical scheme of the
model is based on finite differences. The model solves the unsteady shallow-water equations in a
rectangular or curvilinear or spherical grid; the grid is assumed to be orthogonal and structured.
The system of equations consists of the momentum equation, the continuity equation, the transport
equation, and a turbulence closure model. The hydrodynamic module calculates water movement by
solving the system of equations and produces temporal and spatial outputs of hydrodynamic variables
such as water depths, velocity, etc. The model simulations for this study were done in two-dimensional
depth averaged mode, as is typically done in these systems due to the two-dimensional nature of the
flow. Delft3D is a well established model for studying delta dynamics, and has been used in previous
studies to measure delta change for various initial and boundary conditions (e.g., [30]).

The model domain includes the Wax Lake Outlet (WLO) channel, the entire WLD complex and
a portion of the Gulf of Mexico (Figure 1). The modeling grid has a resolution of 45 × 60 m and
100 × 300 m, with higher resolution at the delta complex. The model bathymetry was derived primarily
from [71], combined with Light Detection and Ranging (LiDAR) survey of the overbank areas and
the floodplains on each side of the WLO channel. The model has two open boundaries: the upstream
boundary for water inflow and the tidal boundary at the downstream end. The hydrodynamic boundary
conditions are the river discharge from the USGS Calumet Gauge, while wind and tides are measured
at the NOAA Lawma-Amerada Pass station. The model propagates wind across space using hourly
wind from the NOAA Lawma-Amerada Pass station. The external drivers acting on field and model
data are the same, providing a more robust comparison between field and modeled couplings.

The hydrodynamic calibration was performed using water level measurements collected in
WLD [42,60]. The bed roughness was the primary parameter used in the hydrodynamic calibration
process. Bed roughness was parameterized with Chezy values adjusted until the simulated and
measured water levels had a correlation coefficent of at least 0.88 and an RMSE less than 0.2 [72].
Finally, roughness values of 55 for islands and 100 for channels were selected.

The model generated water level measurements at 15 min intervals at all locations shown in
Figure 1 for the two time periods that field data were collected.

2.3. Information Theory

Uncertainty in a random variable, or signal, is quantified using the Shannon entropy (H), given by
the expression:

H(X) = −
N

∑
i=1

p(xi)log2[p(xi)] (1)
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where N is the number of outcomes of the random variable X and p(xi) is the probability of each
outcome. For example, a variable with a uniform distribution has maximum uncertainty, and thus
maximum entropy H, given that each outcome has equal probability of occurring. H and all subsequent
IT metrics are measured in bits of information.

Information flow occurs when random variables interact with each other. If random variable X
informs on the values of another random variable, Y, (through sharing or transferring of information)
a reduction in uncertainty occurs in random variable Y.

Two measures used to quantify signal interaction are mutual information (MI) and transfer
entropy (TE). MI measures the amount of shared information between two variables:

MI(Xτ, Y) = ∑
xt−τ ,yt

p(xt−τ, yt)log
p(xt−τ, yt)

p(xt−τ)p(yt)
(2)

We show the time-lagged MI in Equation (2), where τ is the time lag and p(xt−τ, yt) is the joint
pdf of signals X at time t-τ and Y at time t. MI also measures the dependency or synchronization
between two variables and can quantify asynchronous processes [73].

TE measures the amount of information transfer from one variable to another [39]:

TE(X → Y) = ∑
yt,yt−∆t,xt−τ∆t

p(yt, yt−∆t, xt−τ∆t)log
p(yt | yt−∆t, xt−τ∆t)

p(yt | yt−∆t)
(3)

where τ is the time lag, t− ∆t represents the history of the variable, p(yt | yt−∆t) is the probability
of random variable Y conditioned on its own past, and p(yt | yt−∆t, xt−τ∆t) is the probability of Y
conditioned on the past of Y and the time-lagged past of X. Stating TE in terms of the Shannon entropy:

TE(X → Y) = H(yt | yt−∆t)− H(yt | yt−∆t, xt−τ∆t) (4)

Thus, TE measures the difference between the reduction in the uncertainty of Y due to knowledge
of Y’s own past and the reduction in uncertainty of Y due to knowledge of the past history of Y and the
time-lagged history of X. This difference increases as X or X and Y together provides more information
to Y than previous values of Y alone. TE is a directional measure, in that X may provide information
to Y, but Y may not inform X. The time lag identifies the characteristic timescale of information flow,
which occurs at the onset of statistically significant information transfer.

2.4. Data Processing and Process Networks

In order to calculate TE relationships, all variables within a dataset must be measured at the
same timestep. The three data sets analyzed (observed island water levels, observed channel water
levels, and modeled water levels on islands and channels) were collected at different resolutions
(6, 1, and 15 min intervals, respectively). All datasets were subsampled to some degree, given that
tide and wind data were collected at 6 min intervals and discharge data were collected at 15 min
intervals. The observed island and channel water level data were subsampled to include as many
observations of the original data as possible without extensive upsampling of the discharge data.
Therefore, the observed island water level data were analyzed at 12 min intervals (with wind, tide,
and discharge data sampled at 12 min as well), while the observed channel data were subsampled
at 10 min intervals (along with tide, wind, and discharge data for that time period). The modeled
data was kept at 15 min and the tide and wind data for those periods were subsampled to 15 min.
Thus, the three datasets (observed island water levels, observed channel water levels, and modeled
island and channel water levels) were analyzed at 12, 10, and 15 min, respectively.

Since information flow can occur at multiple scales, we filter the data to isolate timescales of
interest. Following the approach of Sendrowski and Passalacqua [42], the water levels for all three
datasets are filtered twice: once to remove the tidal fluctuations from water level and again to remove
the long-term fluctuations, thereby preserving data with periods of <10 h (referred to as high frequency
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water level fluctuations). The discharge data are filtered to remove the high-frequency and tidal
fluctuations, preserving periodicities >1.5 days. The wind speed and wind direction data are combined
by multiplying negative wind speed and the cosine of wind direction, referred to in the rest of this
work as -WCosA or wind. This wind signal is filtered similarly to discharge to emphasize longer-term
wind events (occuring over 1–5 days) rather than short gusts. All filtering is performed using a fifth
order Butterworth filter [74].

To capture different states of the system through time, we partition all time series into ten-day
windows. Ten days encompasses wind events and spring and neap tidal transitions in this deltaic
system. Each window is shifted by one day, for a total of 96 windows covering May–August 2014
for the island dataset and 81 windows covering November 2013–February 2014 for the channel
measurements, for field and modeled data. A ten-day window also ensures there is enough data to
create a representative pdf [45].

For each dataset, TE is quantified for every possible coupling in each window over 48 h of lag,
using the software developed by Ruddell [75]. While all couplings are quantified, in this work we
only analyze the directional coupling of external driver→ water level, to compare field and model
relationships. We do consider both directions when analyzing couplings of water level↔ water level.
All pdfs are created with 11 bins using a local binning scheme. The statistical significance of the TE
results are found using bootstrapping methods, as discussed in Ruddell and Kumar [45].

We visualize results using process networks; variables serve as network nodes and statistically
significant TE relationships are network links [42,45,55,76]. By viewing the process network through
time, we see how individual links change, and get a sense of the spatial variation of relationships
across the delta. Links are associated with a directionality, timescale, and strength, each quantified
using TE. The sum of the links in the networks is the number of couplings, and we also view this
number through time, to understand bulk system behavior. Our validation is through four means:
(i) by observing the process networks, to see how the model captures relationships across space within
a window, (ii) by measuring the number of couplings through time, to measure how well the modeled
data captures longer-term change, (iii) by plotting TE for individual relationships, and (iv) by viewing
the characteristic timescale of information flow for all considered couplings, to see how well the model
captures the couplings in strength and timescale.

3. Results

3.1. Comparison of Island Hydrodynamics Based on Observed and Modeled Data

We compare the observed and modeled time series and their corresponding TE results over two
periods: 19–28 May and 17–26 June 2014. These windows have been chosen based on high process
connectivity measured by Sendrowski and Passalacqua [42]. For the 19–28 May window, field and
modeled water levels show daily tidal fluctuations (Figure 2a,b). Modeled water level on Sherman
Island shows no water for most of the window, with fluctuations only occurring around some high
tides (dashed line in Figure 2b). Around 28 May, field water levels show high frequency fluctuations
over several hours that are not present in the modeled water level data (Figure 2a,b). Over the window,
the tide transitions from neap to spring (Figure 2c) and the filtered wind time series shows the presence
of mostly South winds, peaking at a speed of 3.5 m/s on 28 May (Figure 2d). Filtered discharge is
decreasing during this time, from 3700 m3 s−1 to 3200 m3 s−1 (Figure 2e).

In the 17–26 June window, modeled and field water levels show daily tidal fluctuations
(Figure 2f,g), though modeled water level at Sherman Island shows little fluctuation. Tide transitions
from neap to spring (Figure 2h), filtered wind decreases from a South wind to a weaker mixed
North/South wind (Figure 2i) and filtered discharge remains between 3600 and 3200 m3 s−1 (Figure 2j).
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Figure 2. Time series of water level, modeled water level, tide, filtered wind, and filtered discharge for
two time periods (a–e) 19–28 May and (f–j) 17–26 June 2014. For the water levels, PI = Pintail Island,
PC = Pintail Channel, and CG = Campground Island. Wind and discharge are filtered using a 5th order
Butterworth filter.

Process networks for the 19–28 May and 17–26 June windows show differences in couplings
between the field and modeled data (Figure 3). The process network for the field data for 19–28 May
shows high connectivity, with connections from drivers to high frequency water level fluctuations at
all locations and connections among island locations as well (Figure 3a). Information transfer from
external drivers and other locations in WLD is most persistent (i.e., has the most number of statistically
significant time lags) at Pintail Channel (PC) and Campground Island (CG). Most driver connections
are not captured in the modeled data process network for 19–28 May (Figure 3c). Information transfer
is measured only from tide and filtered discharge to the high frequency water level fluctuation on
Sherman Island. Among water levels, Sherman Island is most influenced, followed by Pintail Channel.
Many of the connections among water levels are also not captured, such as those towards Campground
and Mike Islands.
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No driver-water level connections are measured in the 17–26 June window, however, connections
among observed high frequency water level fluctuations are captured and are most persistent at Pintail
Island and Pintail Channel (Figure 3b). More links are captured in the modeled data process network
for 17–26 June than in the field one (Figure 3d). For example, tide transfers statistically significant
information to Sherman Island high frequency water level in the modeled data, and more connections
are seen among different locations (such as Campground→ Sherman).

HMike

HCG

HSherman
HGreg

HPI

HPC

-WCosA Tide

Discharge

(b) 6/17-6/26

(a) 5/19-5/28

Field Data

(d) 6/17-6/26

(c) 5/19-5/28

HMike

HCG

HSherman

HGreg

HPI

HPC

-WCosA Tide

Discharge

HMike

HCG

HSherman

HGreg

HPI

HPC

-WCosA Tide

Discharge

Model Data

HMike

HCG

HSherman

HGreg

HPI

HPC

-WCosA Tide

Discharge

Figure 3. Process networks depicting statistically significant TE from tides, discharge, and wind
(-WCosA) to the high frequency water level fluctuations (HLocation) and among high frequency water
level fluctuations for the (a,b) field and (c,d) modeled island data for two time periods: 19–28 May and
17–26 June 2014. Within a network, arrows from tide, discharge, and wind are arranged in order of
most persistent (thickest line) to least persistent (dashed line) for each location. The color of the arrow
identifies the driver node. Among water levels, the biggest arrowheads refer to the most persistent
relationships. For the water levels, CG = Campground Island, PI = Pintail Island, PC = Pintail Channel.

Summing the number of links in each process network and viewing this number for all windows,
we see that couplings from modeled results are overall underestimated compared to results from
the field data (Figure 4). However, there are windows where the modeled number of couplings is
overestimated, such as in the 17–26 June window. Both field and modeled data show a decrease in the
number of couplings through time, starting with windows in mid-June.
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Figure 4. The number of statistically significant transfer entropy (TE) couplings for all windows
investigated in the study, for the field (solid line) and modeled (dashed line) data. The circles show the
window for the process networks depicted in Figure 3.

Next we compare TE results within a window over multiple time lags, to see the similarity of the
TE links among field and modeled data. Over 19–28 May, filtered discharge (Q) provides statistically
significant information to the field collected high frequency water level fluctuations at Pintail Channel
(PC) (Figure 5a). Information transfer begins around 25 h of lag. The discharge→ Pintail Channel
relationship for the modeled data never becomes statistically significant. Tide transfers significant
information to field and modeled water level at Sherman Island, though differently; TE becomes
significant at an earlier time lag for modeled Sherman than field Sherman (Figure 5b). In the 17–26 June
window, modeled (and field) high frequency water level at Mike Island transfers significant information
to Greg Island (Figure 5c). TE results between field and model are different for the Sherman→ Pintail
Island (PI) relationship; field collected water level at Sherman transfers information to PI much earlier
than the modeled coupling (Figure 5d).

The characteristic timescale of information transfer (the time lag at which information transfer
begins) is collected for all relationships analyzed in every window to obtain the range and average
information transfer for field and modeled couplings (Tables 1 and 2). The average timescales of
information transfer from drivers to Sherman Island water level compare well between field and
modeled data, despite Sherman Island often being out of the water, though the ranges tend to be wider
for modeled couplings for tide and wind relationships. No information transfer is measured for any
window from drivers to Mike, Campground, Greg, Pintail Island, and Pintail Channel water level
in the modeled data. The average timescale of tidal information transfer to field water levels occurs
around 25 h of lag for all locations, while the average wind timescale is highly variable for all locations.

Among water levels, timescales of information transfer are highly variable for field and
modeled data. The average timescale of information transfer from Mike, Campground, and Sherman
Island water levels to the six water levels is higher in the model data compared to the field data.
Many information transfer relationships from Greg, Pintail Island, and Pintail Channel water levels to
the six water levels have lower average timescales in the modeled data than the field data.
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Figure 5. Transfer entropy (TE) results within a window. Dashed lines are 95% confidence limits.
(a) Information transfer from filtered discharge (Q) to high frequency modeled and field water level
for Pintail Channel (HPC) for the window 19–28 May; (b) TE from tide to Sherman Island high
frequency water level (HSher), for field and model data, for the 19–28 May window; (c) TE from high
frequency water level on Mike (HMike) to high frequency water level on Greg (HGreg) from 17–26 June;
(d) TE from high frequency water level fluctuations on Sherman Island (HSher) to high frequency
water level fluctuations on Pintail Island (HPI) from 17–26 June. Each window also shows the mutual
information (MI) value for that relationship.
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Table 1. Range and average timescale in hours of information transfer from external drivers and the high frequency fluctuations of observed island water levels (rows)
to the high frequency fluctuations of observed island water levels (columns).

Field Data Mike Campground Sherman Greg Pintail Island Pintail Channel

Tide (6–31.2), 22.4 (27–33), 29.9 29.0 (24.6–32.4), 26.4
Wind (2.6–46.2), 17.5 (23.8–31), 27.4 5.0 (36–46), 41 (5.6–25.2), 18.3
Flow (5.6–25.8), 18.9 (0.4–24.6), 12.1 (8–47.4), 26.1 (0.4–45.8), 31.1 (20.6–26.8), 24.1 (0.4–47.2), 20.6

Mike (1.6–48.2), 21.9 0.4 (0.4–39.6), 6.5 (0.4–26.6), 6.8 (0.4–0.6), 0.40 (0.4–2.8), 0.76
Campground (1.0–48.2), 11.3 (0.6–39.6), 4.7 (0.6–39.4), 5.6 (1–25.4), 6.6 (1.2–42.6), 4.9 (1.0–47.8), 7.4

Sherman (1.6–23.8), 10.9 0.4 (1.4–48), 9.4 (1.6–26.2), 9.5 (0.4–2.4), 0.53 (0.4-47), 8.6
Greg (0.4–32), 12.7 (0.4–0.6), 0.44 (0.4–8.8), 1.9 (2-45.6), 26 (0.4–0.6), 0.41 (0.4–48), 13.2

Pintail Island (1.6–46.4), 20.9 (0.4–33), 5.4 (1.2–24.8), 10.9 (1.2–44.8), 15.2 (1.8–42.4), 10.7 (1.8-48), 17.6
Pintail Channel (1.6–33), 17.2 (0.4–32.6), 1.6 (0.4–39.2), 8.7 (1.8–26.6), 9.6 (0.4–2.8), 0.47 (1.6–48), 17.4

Table 2. Range and average timescale in hours of information transfer from external drivers and modeled island water levels to modeled island water levels.
The timescales for Sherman Island are grayed given that modeled Sherman water level is often out of the water.

Model Data Mike Campground Sherman Greg Pintail Island Pintail Channel

Tide (6–46.5), 27.6
Wind (7.8–46.5), 33.6
Flow (11–44), 29.1

Mike (2.0–43.3), 15.7 0.5 (1.5–28), 17.4 (1.8–43), 12.1 (0.5–2.8), 1.2 (0.5–43.5), 9.9
Campground (1.8–44.8), 29.9 (2.0–43.5), 18.6 (1.8–46.3), 19.3 (1.5-43.3), 15.5 (1.8–43.3), 27.7 (1.8–36.5), 19.1

Sherman 43 (42.5–45.5), 44 (0.8–3.3), 1.26 42.3 42.5 (42.8–43.3), 43
Greg (0.5–1.8), 0.7 0.5 (1.5–46.3), 19.8 (1.5–43.3), 10.1 0.5 0.5

Pintail Island (2–43.5), 15.9 0.5 (3.8–46.3), 18.4 (1.5–43),12.1 (43.3–46.3), 44.8 (2.0–43.3), 15.8
Pintail Channel (2.0–2.3), 2.08 0.5 (0.8–27.8), 12 (2.0–43.3), 22.6 (2.5–43.5), 23 (2.0–43.3), 15.8
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3.2. Comparison of Channel Hydrodynamics Based on Observed and Modeled Data

Detrended water levels for the field and modeled data compare well for the window
17–26 November (Figure 6a,b). All water levels show daily tidal fluctuations, with a deviation from
the tide around 24 November. In this window, the tide transitions from spring to neap (Figure 6c) and
winds are mostly from the North (Figure 6d). Discharge increases from 1200 m3 s−1 to 1800 m3 s−1

(Figure 6e).
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Figure 6. Time series of water level, modeled water level, tide, filtered wind, and filtered discharge for
two time periods (a–e) 17–26 November and (f–j) 26 November–5 December 2013. Wind and discharge
are filtered using a 5th order Butterworth filter.

Daily tidal fluctuations are measured for field and modeled water level for the
26 November–5 December time period, though the fluctuations for modeled water level at Apex
are stronger than the field measured water level at the same location (Figure 6f,g). Tide transitions
from neap to spring (Figure 6h) and wind transitions from a North wind to a South wind (Figure 6i).
Discharge decreases from 1900 to 1200 m3 s−1 (Figure 6j).



Entropy 2018, 20, 58 14 of 24

Model- and field-based process networks compare well for the 17–26 November window
(Figure 7). For the field data, all locations experience statistically significant TE from the three
external drivers; the most persistent relationships for the high frequency water level are at East Pass,
followed by Main Pass and Apex (Figure 7a). In the modeled process network for the same period,
the Wind→ Apex and Discharge→ Apex links are not captured and the tide relationship is now more
persistent at Main Pass than East Pass (Figure 7c).

Most couplings become insignificant in the 26 November–5 December window for the field and
modeled data (Figure 7b,d). The modeled data measures more process connections among water levels
than the field data; extra links are measured for Apex→Main, East→Main, and East→ Apex high
frequency water levels.

(c)11/17-11/26(a)11/17-11/26

Field Data

(d)11/26-12/05(b)11/26-12/05

HApex

HMain

HEast

-WCosA

Tide

Discharge

Model Data

HApex

HMain

HEast

-WCosA

Tide

Discharge

HApex

HMain

HEast

-WCosA

Tide

Discharge

HApex

HMain

HEast

-WCosA

Tide

Discharge

Figure 7. Process networks for high frequency water levels (HLocation) showing the (a,b) field and (c,d)
modeled process connections for two time periods: 17–26 November and 26 November–5 December 2013.
Within a network, arrows from wind (-WCosA), tide, and discharge are arranged in order of most
persistent (thickest line) to least persistent (dashed line) for each location. The color of the arrow identifies
the driver node. Among water levels, the biggest arrowheads refer to the most persistent relationships.

Viewing the number of couplings through time, the modeled data overestimates the number of
couplings for many windows (Figure 8). However, the overall trend in the field data, with peaks in
connectivity around the 17 November windows followed by a small number of connections through
December and January, is also captured by the modeled data.
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Figure 8. The number of statistically significant transfer entropy (TE) couplings for all windows
investigated in the study for the field (solid line) and modeled (dashed line) data. The circles show the
window for the process networks depicted in Figure 7.

TE results within a window show differences between field and modeled data (Figure 9).
The wind→ East Pass high frequency water level relationship for the modeled data displays the same
shape as the field-based relationship in the 17–26 November window, though significant information
transfer occurs later and is less persistent (Figure 9a). Filtered discharge (Q) on modeled Main Pass
high frequency water level is stronger than the relationship with field collected Main Pass, however
the link becomes significant at a later lag (Figure 9b). In the 26 November–5 December window,
connections among water levels are very similar between field and model; the Main→ Apex link
shows similar strength and timescale of information flow (Figure 9c). However, though the shape of
the East→Main TE relationship is similar for field and modeled data, the link is only significant for
the modeled data (Figure 9d). For all relationships shown, the threshold level for statistical significance
of the model relationships is higher than the field relationships.

The characteristic timescale of information transfer from drivers to the high frequency water level
fluctuations in channels is higher for East Pass in the modeled data, while it is lower for all Main Pass
water level relationships except Tide→Main Pass (Tables 3 and 4). The modeled data has a higher
average information transfer timescale for Tide→ Apex water level, while the Wind→ Apex water
level timescale is very similar to the field timescale for that relationship.

Among water levels, the average timescales of information transfer are overall much higher in the
modeled data than the field data, and the ranges are also wider . The modeled data does not capture
the transfer of information from Main and East water levels to Apex water level.

Table 3. Range and average timescale in hours of information flow from external drivers and observed
channel water levels to observed channel water levels.

Field Data Apex Main East

Tide (21–39.8), 30.4 (30.3–32.3), 31.3 (18.2–30.8), 24.5
Wind (38–44.7), 41.3 36.3 (14.3-35.5), 24.9
Flow (41.7–47.2), 44.4 (34.8–42.5), 38.7 (15.5–33.2), 24.3

Apex (2.0–2.3), 2.2 (0.3–2.3), 1.6 (0.3–1.7), 0.8
Main (0.3–0.7), 0.4 (2.2–3.0), 2.6 0.3
East 0.3 (0.3–2.2), 1.3 (1.7–2.7), 2.1
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Table 4. Range and average timescale in hours of information flow from external drivers and modeled
channel water levels to modeled channel water levels.

Model Data Apex Main East

Tide 46.5 (18–40), 29 (30.5-40.8), 35.6
Wind 41.5 (19.5–42), 30.8 (38-42.3), 40.1
Flow (40–43.8), 41.9 (40–46.6), 43.1

Apex 44 (18.3-39), 28.6 (19–41.5), 30.3
Main (18.8–39.8), 29.3 (19–39.5), 29.3
East (20.5–38.5), 29.5 (34.8–35.3), 35
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Figure 9. Transfer entropy (TE) results within a window. Dashed lines are 95% confidence limits.
(a) Information transfer from filtered wind (FWCosA) to high frequency modeled and field water
level for East Pass (HEast) for the window 17–26 November; (b) TE from filtered discharge (Q) to
Main Pass high frequency water level (HMain), for field and modeled data, for the 17–26 November
window; (c) TE from high frequency water level on Main (HMain) to high frequency water level at
Apex (HApex) from 26 November–December 5; (d) TE from high frequency water level fluctuations at
East Pass (HEast) to high frequency water level fluctuations at Main Pass (HMain) from 26 November–5
December. Each window also shows the mutual information (MI) value for that relationship.
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4. Discussion

4.1. Comparison of Observed and Modeled TE Couplings

We compared TE results within a window for different spatial locations, through time,
for individual relationships over a range of time lags, and at the characteristic timescale of information
flow. For all results, information transfer from drivers to observed and modeled water levels occurs in
the high frequency fluctuations of water level. For the observed island data, the 19–28 May window is
a period of high connectivity due to a South wind event around 28 May that causes water level set-ups
(Figure 2a, discussed further in Sendrowski and Passalacqua [42]). The modeled data in this time
period also exhibits water level set-ups (Figure 2b), however, the high frequency fluctuations caused
by the wind event are not captured and therefore no statistically significant TE links are quantified
from any external driver in the process network (Figure 3c). Given that the model propagates wind
across space using hourly wind, rather than a space varying wind at a fine resolution, water level
set-ups occur during wind events, but without the high frequency fluctuations that are present in
the observed water level. However, couplings among modeled water levels increase during these
wind events, as all locations are experiencing the wind event and transfer that information to each
other. The strength and timescale of those water level relationships are highly variable, given that each
location is influenced by wind, tides, and discharge differently.

Observing the number of couplings through time, three windows show high connectivity for
the field data: 19–28 May, 1–10 June, and 17–26 June (Figure 4). Each of these windows corresponds
to a South wind event, where driver-water level TE relationships were detected (except for the
17–26 June window where we hypothesize the wind event occurred prior to sensor measurement at the
Amerada Pass Station, due to the prevailing wind direction, discussed further in [42]). The connections
measured with the model data underestimate the connectivity for most windows, likely due to
missing information from the high frequency fluctuations of water level. Some windows show
overestimated couplings from the model data, beginning in mid-June. During this time in WLD,
incoming discharge is decreasing, wind is weakening from South wind to mixed North/South wind,
and vegetation cover is increasing on the island tops [42,61]. The lack of vegetation in the model may
lead to smoother paths between water levels at different locations, resulting in overestimated TE
relationships. However, the bulk behavior of the system is captured through time.

The model does capture driver connections to Sherman Island high frequency water level.
The time series of modeled water level shows that Sherman has little water much of the time, with
fluctuations occurring during rising tides. The 45 × 60 m grid size on the islands misses smaller scale
features, such as small secondary channels, that deliver water directly to the islands. This lack of small
features results in island locations, such as Sherman Island, with less surface water connectivity to the
adjacent channels, and therefore differences in TE relationships, compared to the other island locations.
Modeled Sherman appears to be primarily tidally driven, and accordingly statistically significant
tide→ Sherman TE is quantified in the May 19–28 and 17–26 June windows. Within the 19–28 May
window, the TE of tide→ modeled Sherman is similar in shape to the field relationship, but is overall
stronger. Sherman Island is also the location of highest connectivity in the two windows, likely due
to the tidal signature present at the other locations, which transfer that information to the Sherman
Island water level.

The shape of the TE relationships within the window looks relatively similar for all couplings
shown, despite several lags where statistically significant information transfer is not occurring.
Given that the relationships should be the same, a comparison of the shape of the TE relationship
provides some insight into how the model propagates information over a time lag. For example,
the discharge→Main Pass high frequency water level relationship (Figure 9b) displays fluctuations
in the TE for modeled data over the 48 h of lag, before TE becomes significant around 45 h of lag.
The field-based relationship also shows fluctuations however these are smaller and the coupling
becomes significant much earlier. For many couplings, the modeled data must overcome a higher
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threshold than the field data to be considered statistically significant. Given that the model has less
variability than the field (as seen in the lack of high frequency fluctuations of water in the modeled
data), a higher significance threshold must be surpassed to observe information transfer between
processes. Many modeled couplings also have higher zero-lag MI than the field couplings, indicating
that the modeled results are more synchronized, likely due to the lower varibility of modeled data
compared to field observations.

While water levels on the islands respond strongly to South wind events, water levels in the
channels also respond to North wind events. In the 17–26 November window, a North wind event
around 24 November causes water levels to deviate from the diurnal and semidiurnal tidal fluctuations
(Figure 6a). Connections are measured from drivers to the three channel locations for the observed and
modeled data (Figure 7). Connections among water levels are measured for the observed and modeled
data in the 26 November–5 December window, as water levels become increasingly tidal (Figure 6f,g).
The shape of the TE plots reveal that connections are very similar for field and modeled data, for driver
interactions and for relationships among water levels for the two time periods (Figure 9). For example,
the field and modeled coupling of wind→ East Pass water level and discharge→Main Pass water
level show similar shapes, significant timescales, and strengths. This similarity indicates that field and
model boundary conditions transfer information very similarly. Connections among water levels also
look very similar between field and modeled data, indicating that spatial connectivity is captured by
the model.

Overall, the model appears to capture channel couplings better than island connections.
This behavior is to be expected, despite the model calibration with the island water levels, since channels
are more connected to the river and tidal basin than island locations, which have more complex
morphologies and tend to be rougher. Capturing channel-island connectivity can be challenging for
models, as seen for the modeled Sherman Island water level, and this connectivity has only recently
been explored in field and numerical modeling [60,66]. Also, all channels (Chezy roughness value 100)
and islands (Chezy roughness value 55) are parameterized using spatially homogeneous roughness
values. Channels in WLD have been shown to have variable bed cover [58], while islands display spatial
heterogeneity in vegetation patch size, species, and density, and temporal changes due to vegetation
seasonality. The homogeneous roughness values in the model have the effect of “smoothing” the
path between locations, which likely leads to an increase in information transfer among water level
at different locations. This difference may explain the overestimation of couplings by the modeled
data for the islands at the end of the summer, and for many windows in the channel data. Despite this
spatial homogeneity, the model provides a good estimate of connectivity across the system, both in how
drivers affect different locations and in the behavior of those interactions through time.

4.2. TE as a Model Validation Tool

Directional couplings from external drivers to deltaic water levels have only recently been
quantified using TE [42] and these couplings can now be quantified in modeled data as well.
While other hydrodynamic validation methods, such as the RMSE and r2 statistic, compare observed
and modeled data directly, TE serves as an additional level of validation by quantifying how well
the model reproduces driver-deltaic variable relationships. Alternative correlation measures have
been used to measure these relationships, yet TE does not have limitations in terms of capturing
non-linearity or non-directionality. Another advantage in using TE is the ability to discern different
delta dynamics through the process of validation; wind and discharge influence water level through
different means, as a propagation of surface waves or flood waves, for example, and these drivers
can be robustly compared for multiple locations and across time within the model. Tides, wind,
and discharge all display different average timescales of information transfer and can have large
ranges in those timescales. However, these properties may not be the same for all locations and at
all time periods and with TE we can now track how well the model captures those spatio-temporal
dynamics in the landscape of interest.
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Validation in this study occurred through four means: comparison of couplings across space within
a window, through time, for individual relationships over a range of time lags, and for the average
timescales of information transfer. These means of validation offer bulk statistics that can be easily
compared (number of couplings, average timescales of information transfer) between field and modeled
data, or between different models. More complex validation measures (process networks to compare
spatial relationships, plots of TE to look at the shape, strength, and number of significant lags for
individual couplings) provide a more rigorous look at how the model propagates information over space
and time. TE can also be used to validate different scales of information flow in model outputs; at WLD,
TE occurs in the high frequency fluctuations of water level over ten-day windows. Comparison with
modeled water level shows that these links are missing in the model at times, providing insight into
model improvement. Deltaic systems are inherently dynamic and in this work TE links are captured
over ten-day windows in correspondence with wind events, but this window length can be adjusted
depending on the landscape of interest. Using TE for modeled data allows for the identification of the
“event scale” of different forcings, such as multiple-month windows to track long-term changes in river
discharge, or short daily windows to understand finer scale dynamics. There are also multiple scales
within the signal that can be explored. As Sendrowski and Passalacqua [42] showed, information flow
occurs for long term, daily, and high frequency water levels, and therefore model comparison could be
explored for multiple scales for multiple time windows. Given that models can generate very long time
series, TE can be used to track how well dynamics are captured within a window, as seen in the shape of
TE plots, and across time, as seen in the number of couplings.

An issue of interest in modeling is assessing whether model simulations capture the dynamics
of the system of interest. By comparing couplings of observed and modeled data, rather than only
comparing time series at a location, we can assess the capability of the model to capture the specific
behavior of the system. WLD is characterized by driver-water level couplings that occur at a certain
timescale and strength. The agreement in the shapes, timescales, and strengths of the TE plots indicates
that the dynamics of WLD are being captured by the model. This agreement is better for the channels
than the islands, indicating an area where the model could be improved.

This study addresses the observed and modeled hydrodynamics at WLD. However, models
can generate many other outputs including sediment concentration and bed elevation through time.
Given that TE employs the probability density function of the data, it could be used as validation metric
for multiple model outputs. In coastal systems, for example, sediment dynamics and hydrodynamics
likely exhibit different relationships with external drivers; TE can be used to discern the differences in
these relationships and provide insights into delta modeling.

Mutual information (MI) measures the amount of shared information or lagged synchronization
between variables. Sendrowski and Passalacqua [42] demonstrated that WLD displays high MI among
water levels and drivers as it is a small highly connected river delta. Daily and long-term water levels
are strongly synchronized to tides, discharge, and wind, such that TE is not captured at these scales of
water level much of the time [42]. MI was not fully explored as a validation tool in this work since it
cannot measure directional couplings and provides less insight into the dynamics of forcings compared
to TE. However, based on the analysis of Sendrowski and Passalacqua [42] and some results reported
in this work, there is likely high MI from drivers to modeled water levels. Links not depicted in the
modeled process networks are likely captured as strong MI relationships instead.

In this work we only focus on one source and one target node (discharge → water level at a
location). However, it is possible that multiple drivers work to influence water levels together such as
tides and wind acting synergistically to influence water levels. Recently, Goodwell and Kumar [76–78]
proposed an approach to quantify multiple source-target couplings that could be used to identify the
redundant and synergistic interaction of drivers on sinks.
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5. Conclusions

Validation is an important step in the development of numerical models that are
used to understand system dynamics and make forecasts of future landform change.
However, many validation methods only focus on assessing spatial or temporal dynamics and they
cannot measure couplings between different system variables. In this work we proposed using transfer
entropy (TE) as a tool for hydrodynamic model validation. TE measures directional information
transfer from one random variable to another and can quantify relationships among different random
variables across space and through time. Using the Wax Lake Delta as a case study, we used TE to
compare observed and modeled couplings of river discharge, tides, and wind with deltaic water levels
on channels and islands. Validation was accomplished by comparing couplings within a ten-day
window and across time. The model was able to reproduce relationships in terms of strength, timescale,
and direction for channel and island water levels, and accurately tracked those dynamics through
time, though with some differences. Differences in modeled and observed data were identified in the
lack of high frequency water level fluctuations in the modeled water level, leading to underestimated
couplings. The difficulty in modeling channel-island connectivity was also a source of model-field
differences, resulting in the model reproducing channel couplings better than island couplings,
prompting the need of models to include the spatial heterogeneity of vegetation in delta islands.

TE serves as an additional tool for model validation to other hydrodynamic and morphodynamic
validation metrics in that it can quantify the couplings that characterize a system of interest,
thus allowing assessment of whether the model captures its specific dynamics.

Acknowledgments: This material is based on work supported by the National Science Foundation grants
FESD-EAR-1135427 awarded to Ehab Meselhe, David Mohrig and Paola Passalacqua, CAREER/EAR-1350336
awarded to Paola Passalacqua, and a National Science Foundation Graduate Research Fellowship under grant
DGE-1110007 awarded to Alicia Sendrowski. Ehab Meselhe also thanks the Louisiana Sea Grant Program
for support. The authors thank Matt Hiatt, Brandon Minton, Anastasia Piliouras, and Corey Van Dyk for
their assistance in the field data collection. The authors would also like to thank three anonymous reviewers
for their helpful comments and suggestions on this manuscript. The discharge data is available at the USGS
website, https://waterdata.usgs.gov/nwis/uv?site_no=07381590. The wind and tide data can be downloaded
from the NOAA Tides and Currents site for the Lawma-Amerada pass station, https://tidesandcurrents.noaa.
gov/waterlevels.html?id=8764227. The island water level data are available at https://sites.google.com/site/
passalacquagroup/tools-and-data.

Author Contributions: Alicia Sendrowski, Paola Passalacqua and David Mohrig conceived of and designed the
study, Ehab Meselhe and Kazi Sadid performed the modeling, Wayne Wagner and David Mohrig collected the
channel field data, and Alicia Sendrowski analyzed the data and wrote the paper. All authors contributed to
writing the manuscript and read it and approved it.

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

Abbreviations

The following abbreviations are used in this manuscript:

IT Information theory
MI Mutual Information
TE Transfer entropy
WLD Wax Lake Delta
WLO Wax Lake Outlet

References

1. Freeze, R.A.; Harlan, R. Blueprint for a physically-based, digitally-simulated hydrologic response model.
J. Hydrol. 1969, 9, 237–258.

2. Slingerland, R.; Kump, L. Mathematical Modeling of Earth’s Dynamical Systems: A Primer; Princeton University
Press: Princeton, NJ, USA, 2011.

https://waterdata.usgs.gov/nwis/uv?site_no=07381590
https://tidesandcurrents.noaa.gov/waterlevels.html?id=8764227
https://tidesandcurrents.noaa.gov/waterlevels.html?id=8764227
https://sites.google.com/site/passalacquagroup/tools-and-data
https://sites.google.com/site/passalacquagroup/tools-and-data


Entropy 2018, 20, 58 21 of 24

3. Pelletier, J.D.; Brad Murray, A.; Pierce, J.L.; Bierman, P.R.; Breshears, D.D.; Crosby, B.T.; Ellis, M.;
Foufoula-Georgiou, E.; Heimsath, A.M.; Houser, C.; et al. Forecasting the response of Earth’s surface
to future climatic and land use changes: A review of methods and research needs. Earth’s Future 2015,
3, 220–251.

4. Liang, M.; Geleynse, N.; Edmonds, D.; Passalacqua, P. A reduced-complexity model for river delta
formation-Part 2: Assessment of the flow routing scheme. Earth Surf. Dynam. 2015, 3, 87–104.

5. Giosan, L.; Syvitski, J.; Constantinescu, S.; Day, J. Climate change: Protect the world’s deltas. Nature 2014,
516, 31–33.

6. Paola, C.; Twilley, R.R.; Edmonds, D.A.; Kim, W.; Mohrig, D.; Parker, G.; Viparelli, E.; Voller, V.R.
Natural processes in delta restoration: Application to the Mississippi Delta. Ann. Rev. Mar. Sci. 2011,
3, 67–91.

7. Ericson, J.P.; Vörösmarty, C.J.; Dingman, S.L.; Ward, L.G.; Meybeck, M. Effective sea-level rise and deltas:
Causes of change and human dimension implications. Glob. Planet. Change 2006, 50, 63–82.

8. Törnqvist, T.E.; Wallace, D.J.; Storms, J.E.; Wallinga, J.; Van Dam, R.L.; Blaauw, M.; Derksen, M.S.; Klerks, C.J.;
Meijneken, C.; Snijders, E.M. Mississippi Delta subsidence primarily caused by compaction of Holocene
strata. Nat. Geosci. 2008, 1, 173–176.

9. Syvitski, J.P.; Saito, Y. Morphodynamics of deltas under the influence of humans. Glob. Planet. Change 2007,
57, 261–282.

10. Syvitski, J.P.M. Deltas at risk. Sustain. Sci. 2008, 3, 23–32.
11. Gagliano, S.M.; Meyer-Arendt, K.J.; Wicker, K.M. Land loss in the Mississippi River deltaic plain. Gulf Coast

Assoc. Geol. Soc. Trans. 1981, 31, 295–300.
12. Boesch, D.F.; Josselyn, M.N.; Mehta, A.J.; Morris, J.T.; Nuttle, W.K.; Simenstad, C.A.; Swift, D.J.P.

Scientific Assessment of Coastal Wetland Loss, Restoration and Management in Louisiana. J. Coast. Res.
1994. Available online: http://www.jstor.org/stable/25735693 (accessed on 11 January 2018).

13. Day, J.W.; Britsch, L.D.; Hawes, S.R.; Shaffer, G.P.; Reed, D.J.; Cahoon, D. Pattern and process of land loss in
the Mississippi Delta: A Spatial and temporal analysis of wetland habitat change. Estuaries 2000, 23, 425–438.

14. Day, J.W.; Boesch, D.F.; Clairain, E.J.; Kemp, G.P.; Laska, S.B.; Mitsch, W.J.; Orth, K.; Mashriqui, H.; Reed, D.J.;
Shabman, L.; et al. Restoration of the Mississippi Delta: Lessons from Hurricanes Katrina and Rita. Science
2007, 315, 1679–1684,

15. Coastal Protection and Restoration Authority. Louisiana’s Comprehensive Master Plan for a Sustainable
Coast. Available online: http://coastal.la.gov/a-common-vision/2012-coastal-master-plan/ (accessed on
11 January 2018).

16. Temmerman, S.; Kirwan, M.L. Building land with a rising sea. Science 2015, 349, 588–589.
17. Kim, W.; Mohrig, D.; Twilley, R.; Paola, C.; Parker, G. Is It Feasible to Build New Land in the Mississippi

River Delta? EOS Trans. Am. Geophys. Union 2009, 90, 373–374.
18. Kolker, A.S.; Miner, M.D.; Weathers, H.D. Depositional dynamics in a river diversion receiving basin:

The case of the West Bay Mississippi River Diversion. Estuar. Coast. Shelf Sci. 2012, 106, 1–2.
19. Allison, M.A.; Meselhe, E.A. The use of large water and sediment diversions in the lower Mississippi River

(Louisiana) for coastal restoration. J. Hydrol. 2010, 387, 346–360.
20. Lane, R.R.; Day, J.W.; Thibodeaux, B. Water quality analysis of a freshwater diversion at Caernarvon,

Louisiana. Estuaries 1999, 22, 327–336.
21. Lane, R.R.; Mashriqui, H.S.; Kemp, G.; Day, J.W.; Day, J.N.; Hamilton, A. Potential nitrate removal from a

river diversion into a Mississippi delta forested wetland. Ecol. Eng. 2003, 20, 237–249.
22. Meselhe, E.A.; Georgiou, I.; Allison, M.A.; McCorquodale, J.A. Numerical modeling of hydrodynamics and

sediment transport in lower Mississippi at a proposed delta building diversion. J. Hydrol. 2012, 472, 340–354.
23. Gaweesh, A.; Meselhe, E. Evaluation of Sediment Diversion Design Attributes and Their Impact on the

Capture Efficiency. J. Hydr. Eng. 2016, 142, 04016002.
24. Overeem, I.; Syvitski, J.P.; Hutton, E.W. Three-dimensional numerical modeling of deltas; SEPM: Tulsa, OK,

USA, 2005.
25. Seybold, H.; Andrade, J.S.; Herrmann, H.J. Modeling river delta formation. Proc. Natl. Acad. Sci. 2007,

104, 16804–16809.

http://www.jstor.org/stable/25735693
http://coastal.la.gov/a-common-vision/2012-coastal-master-plan/


Entropy 2018, 20, 58 22 of 24

26. Seybold, H.; Molnar, P.; Singer, H.; Andrade, J.; Herrmann, H.J.; Kinzelbach, W. Simulation of birdfoot
delta formation with application to the Mississippi Delta. J. Geophys. Res. Earth Surf. 2009, 114,
doi:10.1029/2009JF001248.

27. Wang, F.C. The dynamics of a river-bay-delta system. J. Geophys. Res. Oceans 1984, 89, 8054–8060.
28. Edmonds, D.A.; Slingerland, R.L. Mechanics of river mouth bar formation: Implications for

the morphodynamics of delta distributary networks. J. Geophys. Res. Earth Surf. 2007, 112,
doi:10.1029/2006JF000574.

29. Fagherazzi, S.; Edmonds, D.A.; Nardin, W.; Leonardi, N.; Canestrelli, A.; Falcini, F.; Jerolmack, D.J.;
Mariotti, G.; Rowland, J.C.; Slingerland, R.L. Dynamics of river mouth deposits. Rev. Geophys. 2015,
53, 642–672.

30. Edmonds, D.; Slingerland, R.; Best, J.; Parsons, D.; Smith, N. Response of river-dominated delta channel
networks to permanent changes in river discharge. Geophys. Res. Lett. 2010, 37, doi:10.1029/2010GL043269.

31. Geleynse, N.; Storms, J.E.A.; Stive, M.J.F.; Jagers, H.R.A.; Walstra, D.J.R. Modeling of a mixed-load
fluvio-deltaic system. Geophys. Res. Lett. 2010, 37, doi:10.1029/2009GL042000.

32. Sassi, M.G.; Hoitink, A.J.F.; de Brye, B.; Deleersnijder, E. Downstream hydraulic geometry of a tidally
influenced river delta. J. Geophys. Res. Earth Surf. 2012, 117, doi:10.1029/2012JF002448.

33. Nash, J.E.; Sutcliffe, J.V. River flow forecasting through conceptual models part I—A discussion of principles.
J. hydrol. 1970, 10, 282–290.

34. Legates, D.R.; McCabe, G.J. Evaluating the use of “goodness-of-fit” measures in hydrologic and hydroclimatic
model validation. Water Resour. Res. 1999, 35, 233–241.

35. Krause, P.; Boyle, D.; Bäse, F. Comparison of different efficiency criteria for hydrological model assessment.
Adv. Geosci. 2005, 5, 89–97.

36. Edmonds, D.A.; Paola, C.; Hoyal, D.C.; Sheets, B.A. Quantitative metrics that describe river deltas and their
channel networks. J. Geophys. Res. Earth Surf. 2011, 116, doi:10.1029/2010JF001955.

37. Passalacqua, P.; Lanzoni, S.; Paola, C.; Rinaldo, A. Geomorphic signatures of deltaic processes and vegetation:
The Ganges-Brahmaputra-Jamuna case study. J. Geophys. Res. Earth Surf. 2013, 118, 1838–1849.

38. Shannon, C.E. A mathematical theory of communication. Bell Syst. Tech. J. 1948, 27,
doi:10.1002/j.1538-7305.1948.tb01338.x.

39. Schreiber, T. Measuring Information Transfer. Phys. Rev. Lett. 2000, 85, 461–464.
40. Leopold, L.B.; Langbein, W.B. The concept of entropy in landscape evolution. Available

online: http://eps.berkeley.edu/people/lunaleopold/%28074%29%20The%20Concept%20of%20Entropy%
20in%20Landscape%20Evolution.pdf (accessed on 11 January 2018).

41. Tejedor, A.; Longjas, A.; Zaliapin, I.; Foufoula-Georgiou, E. Delta channel networks: 2. Metrics of
topologic and dynamic complexity for delta comparison, physical inference, and vulnerability assessment.
Water Resour. Res. 2015, 51, 4019–4045.

42. Sendrowski, A.; Passalacqua, P. Process connectivity in a naturally prograding river delta. Water Resour. Res.
2017, 53, 1841–1863.

43. Donges, J. F.; Zou, Y.; Marwan, N.; Kurths, J. The backbone of the climate network. EPL 2009, 87, 48007,
doi:10.1209/0295-5075/87/48007.

44. Saco, P.M.; Carpi, L.C.; Figliola, A.; Serrano, E.; Rosso, O.A. Entropy analysis of the dynamics of El
Nino/Southern Oscillation during the Holocene. Phys. A Stat. Mech. Appl. 2010, 389, 5022–5027.

45. Ruddell, B.L.; Kumar, P. Ecohydrologic process networks: 1. Identification. Water Resour. Res. 2009, 45,
doi:10.1029/2008WR007280.

46. Ruddell, B.L.; Kumar, P. Ecohydrologic process networks: 2. Analysis and characterization. Water Resour.
Res. 2009, 45, doi:10.1029/2008WR007279.

47. Weijs, S.; Schoups, G.; Van De Giesen, N. Why hydrological predictions should be evaluated using
information theory. Hydrol. Earth Syst. Sci. 2010, 14, 2545–2558.

48. Nearing, G.S.; Gupta, H.V. The quantity and quality of information in hydrologic models. Water Resour. Res.
2015, 51, 524–538.

49. Nearing, G.S.; Mocko, D.M.; Peters-Lidard, C.D.; Kumar, S.V.; Xia, Y. Benchmarking NLDAS-2 Soil Moisture
and Evapotranspiration to Separate Uncertainty Contributions. J. Hydrometeorol. 2016, 17, 745–759,

50. Lizier, J.T.; Prokopenko, M. Differentiating information transfer and causal effect. Eur. Phys. J. B 2010,
73, 605–615.

http://eps.berkeley.edu/people/lunaleopold/%28074%29%20The%20Concept%20of%20Entropy%20in%20Landscape%20Evolution.pdf
http://eps.berkeley.edu/people/lunaleopold/%28074%29%20The%20Concept%20of%20Entropy%20in%20Landscape%20Evolution.pdf


Entropy 2018, 20, 58 23 of 24

51. Wibral, M.; Vicente, R.; Lizier, J.T. Directed Information Measures in Neuroscience; Springer:
New York, NY, USA, 2014.

52. Bossomaier, T.; Barnett, L.; Harré, M.; Lizier, J.T. An introduction to Transfer Entropy: Information Flow in
Complex Systems; Springer: New York, NY, USA, 2016.

53. Miller, G.R.; Cable, J.M.; McDonald, A.K.; Bond, B.; Franz, T.E.; Wang, L.; Gou, S.; Tyler, A.P.; Zou, C.B.;
Scott, R.L. Understanding ecohydrological connectivity in savannas: A system dynamics modelling approach.
Ecohydrology 2012, 5, 200–220.

54. Larsen, L.G.; Choi, J.; Nungesser, M.K.; Harvey, J.W. Directional connectivity in hydrology and ecology.
Ecol. Appl. 2012, 22, 2204–2220.

55. Passalacqua, P. The Delta Connectome: A network-based framework for studying connectivity in river
deltas. Geomorphology 2017, 277, 50–62.

56. Fisk, H. Geological Investigation of the Atchafalaya Basin and the Problem of Mississippi River Diversion:
Waterways Experiment Station, Corps of Engineers; US Army: Vicksburg, MS, USA, 1952; Volume 2.

57. Roberts, H.; Walker, N.; Cunningham, R.; Kemp, G.; Majersky, S. Evolutions of sedimentary architecture
and surface morphology: Atchafalaya and Wax Lake Deltas, Louisiana (1973-1994). Gulf Coast Assoc. Geol.
Soci. Trans. 1997, 47, 477–484.

58. Shaw, J.B.; Mohrig, D.; Whitman, S.K. The morphology and evolution of channels on the Wax Lake Delta,
Louisiana, USA. J. Geophys. Res. Earth Surf. 2013, 118, 1562–1584.

59. Shaw, J.B.; Mohrig, D. The importance of erosion in distributary channel network growth, Wax Lake Delta,
Louisiana, USA. Geology 2014, 42, 31–34.

60. Hiatt, M.; Passalacqua, P. Hydrological connectivity in river deltas: The first-order importance of
channel-island exchange. Water Resour. Res. 2015, 51, 2264–2282.

61. Styles, R.; Bryant, D.; Gailani, J.; Smith, J.; Boyd, B.M.; Snedden, G. Sediment Dynamics in a
Vegetated Tidally Influenced Interdistributary Island: Wax Lake, Louisiana; Technical report; ERDC-CHL:
Vicksburg, MS, USA, 2017.

62. Carle, M.V.; Sasser, C.E. Productivity and Resilience: Long-Term Trends and Storm-Driven Fluctuations in
the Plant Community of the Accreting Wax Lake Delta. Estuar. Coast. 2016, 39, 406–422.

63. Olliver, E.A.; Edmonds, D.A. Defining the ecogeomorphic succession of land building for freshwater,
intertidal wetlands in Wax Lake Delta, Louisiana. Estuar. Coast. Shelf Sci. 2017, doi:10.1016/j.ecss.2017.06.009.

64. Geleynse, N.; Hiatt, M.; Sangireddy, H.; Passalacqua, P. Identifying environmental controls on the shoreline
of a natural river delta. J. Geophys. Res. Earth Surf. 2015, 120, 877–893.

65. Wagner, W.; Lague, D.; Mohrig, D.; Passalacqua, P.; Shaw, J.; Moffett, K. Elevation change and stability on a
prograding delta. Geophys. Res. Lett. 2017, 44, 1786–1794.

66. Hiatt, M.; Passalacqua, P. What Controls the Transition from Confined to Unconfined Flow? Analysis of
Hydraulics in a Coastal River Delta. J. Hydr. Eng. 2017, 143, doi:10.1061/(ASCE)HY.1943-7900.0001309.

67. Henry, K.M.; Twilley, R.R. Nutrient Biogeochemistry During the Early Stages of Delta Development in the
Mississippi River Deltaic Plain. Ecosystems 2014, 17, 327–343.

68. Walker, N.D.; Hammack, A.B. Impacts of Winter Storms on Circulation and Sediment Transport:
Atchafalaya-Vermilion Bay Region, Louisiana, USA. J. Coast. Res. 2000, 16, 996–1010.

69. Li, C.; Roberts, H.; Stone, G.W.; Weeks, E.; Luo, Y. Wind surge and saltwater intrusion in Atchafalaya Bay
during onshore winds prior to cold front passage. Hydrobiologia 2011, 658, 27–39.

70. Lesser, G.; Roelvink, J.; van Kester, J.; Stelling, G. Development and validation of a three-dimensional
morphological model. Coast. Eng. 2004, 51, 883–915.

71. Shaw, J.B.; Mohrig, D.; Wagner, R.W. Flow patterns and morphology of a prograding river delta. J. Geophys.
Res. Earth Surf. 2016, 121, 372–391.

72. Meselhe, E.A.; Rodrigue, M.D. Models Performance Assessment Metrics and Uncertainty Analysis;
Technical report; Louisiana Coastal Protection and Restoration Authority: Baton Rouge, LA, USA, 2013.

73. Sturtevant, C.; Ruddell, B.L.; Knox, S.H.; Verfaillie, J.; Matthes, J.H.; Oikawa, P.Y.; Baldocchi, D.
Identifying scale-emergent, nonlinear, asynchronous processes of wetland methane exchange. J. Geophys.
Res. Biogeosci. 2016, 121, 188–204.

74. Roberts, J.; Roberts, T.D. Use of the Butterworth low-pass filter for oceanographic data. J. Geophys. Res. Oceans
1978, 83, 5510–5514.



Entropy 2018, 20, 58 24 of 24

75. Ruddell, B.L. Process Network Software, Version 11, 2008. Available online: https://www.mathworks.com/
matlabcentral/fileexchange/41515-processnetwork-processnetwork-software?requestedDomain=true
(accessed on 5 December 2013).

76. Goodwell, A.; Kumar, P. Information Theoretic Measures to Infer Feedback Dynamics in Coupled Logistic
Networks. Entropy 2015, 17, 7468–7492.

77. Goodwell, A.E.; Kumar, P. Temporal Information Partitioning Networks (TIPNets): A process network
approach to infer ecohydrologic shifts. Water Resour. Res. 2017, 53, 5899–5919.

78. Goodwell, A.E.; Kumar, P. Temporal information partitioning: Characterizing synergy, uniqueness,
and redundancy in interacting environmental variables. Water Resour. Res. 2017, 53, 5920–5942.

c© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

 https://www.mathworks.com/matlabcentral/fileexchange/41515-processnetwork-processnetwork-software?requestedDomain=true
 https://www.mathworks.com/matlabcentral/fileexchange/41515-processnetwork-processnetwork-software?requestedDomain=true
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction
	Materials and Methods
	Study Site and Field Data Collection
	Model Set-Up
	Information Theory
	Data Processing and Process Networks

	Results
	Comparison of Island Hydrodynamics Based on Observed and Modeled Data
	Comparison of Channel Hydrodynamics Based on Observed and Modeled Data

	Discussion
	Comparison of Observed and Modeled TE Couplings
	TE as a Model Validation Tool

	Conclusions

